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This lecture

 Neural networks 2

e Convolutional neural networks
e State-of-the-art methods
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Introduction



Why should we learn this?

State-of-the-art performance on various tasks
» Text prediction (your phone’s keyboard)
« Text mining
 Forecasting
« Spam filtering
- Compression (dimension reduction)
« Text generation
 Translation



Feed-forward neural networks
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Simple recurrent network
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Recurrent neural network
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Convolutional Neural Networks



What is a convolution

: Con)volution is applying a kernel (filter) over data (text, image,
etc.

* The kernel (filter) defines which feature is important in the
data



What is a convolution

https://github.com/vdumoulin/conv_arithmetic
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What is a convolution

5x5 input.
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3x3 filter/kernel/feature detector. 3x3 convolved feature/
activation map/feature map




Convolution layers

e A convolutional neural
network is a NN with one or
more convolution layers

* The parameters / weights in
a convolution layer are the
elements of the filter

* The filter is learnt by the
network!
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Pooling layer

« Convolution layers are
usually followed by a
pooling layer

« Reduces dimensionality

 Location invariance:
Robustness against pixel
shift / small rotations

* Max pool most common
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Pooling layer

Max pool
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Architecture of a CNN
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FIGURE 10.8. Architecture of a deep CNN for the CIFAR100 classification task.
Conwvolution layers are interspersed with 2 X 2 max-pool layers, which reduce the
size by a factor of 2 wn both dimensions.



Large Language Models
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Transformers!




Large Language Models

ChatGPT40 @

7 B

Quiz me on Message to Activities to make Pick outfit to look
world capitals comfort a friend friends in new city good on camera



Transformers!

Output
Probabilities

(near ) Bag-of- Recurrent Transformer
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Attention Attention
A ) A ) Computer Science > Computation and Language
\_ Y, \ _}J [Submitted or: 12 Jun 2017 (v1), last revised 2 Aug 2023 (this version, v7)]
" N Attention Is All You Need
Positional D Positional
i E' : Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin
ncodaing Encoding
]nput Output The dominant sequence transduction models are based on complex recurrent or convolutional neural networks in an encoder-decoder configuration. The best performing models also connect the
Embedding Embedding encoder and decoder through an attention mechanism. We propose a new simple network architecture, the Transformer, based solely on attention mechanisms, dispensing with recurrence and
convolutions entirely. Experiments on two machine translation tasks show these models to be superior in quality while being more parallelizable and requiring significantly less time to train. Our model
T T achieves 28.4 BLEU on the WMT 2014 English-to-German translation task, improving over the existing best results, including ensembles by over 2 BLEU. On the WMT 2014 English-to-French

translation task, our model establishes a new single-model state-of-the-art BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction of the training costs of the best models from the
Inputs OUTDUJ[S literature. We show that the Transformer generalizes well to other tasks by applying it successfully to English constituency parsing both with large and limited training data.

(shifted right)



Transformer foundation models:
BERT, GPT, BART

* BERT: Bidirectional Encoder Representations

from Transformers. P i i
e .. Bidirectional Al i
* Masked word prediction, text
representation Wi g d 4.4

(a) BERT: Random tokens are replaced with masks, and  (b) GPT: Tokens are predicted auto-regressively, meaning

o G PT: G e N e rat | Ve P re't ra N e d T ra n SfO rm e r. the document is encoded bidirectionally. Missing tokens GPT can be used for generation. However words can only
are predicted independently, so BERT cannot easily be condition on leftward context, so it cannot learn bidirec-
* Next word prediction, text generation,

used for generation. tional interactions.

Bidirectional E> Autoregressive
« 7. DA . Encoder Decoder
* BART = “BERT+GPT”: Bidirectional encoder — ==
and Auto-Regressive decoder Transformers. A_B_E <s>ABCD
. . (¢) BART: Inputs to the encoder need not be aligned with decoder outputs, allowing arbitary noise transformations. Here, a
[} NOIsed text reconstruct,on document has been corrupted by replacing spans of text with a mask symbols. The corrupted document (left) is encoded with
7

a bidirectional model, and then the likelihood of the original document (right) is calculated with an autoregressive decoder.

ABCDE

For fine-tuning, an uncorrupted document is input to both the encoder and decoder, and we use representations from the final

summarization, translation, spelling tiliden g i e dicods
correction



“A foundation model is any model that is trained on broad data that can
be adapted (e.g., fine-tuned) to a wide range of downstream tasks”

. /\ .
Foundational Models

On the Opportunities and Risks of Foundation Models by Bommasani et al. 2022
https://arxiv.org/pdf/2108.07258



https://arxiv.org/pdf/2108.07258

Foundational Models

Fbeled ML Tasks \
Data Model

J —l @ - @uestlon Answerng
% > @ — (Sentiment Analysis)

Traditional Machine Learning Models

Foundational
Model

Unlabeled Tasks
Data

@uestion AnsweringD

(‘sentiment Analysis )
(instruction Following)
( summarization )
( Dialogue )

\ ( Pre-Train ) (Fine-tune ) j

Foundational Models
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Foundational Models
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Foundational Models

Training data: A cat sat on the mat.

A cat sat

Autoregressive
Transformer

Linear

Softmax

for on o
cat = what

Argmax
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Foundational Models

Large Language Model
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Foundational Models

Large Language Model
\V4

n
L(y) = — Z log p(y; | y<») } next word prediction
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Large Unlabeled Dataset



Foundational Models

Large Language Model
\V4

= predicting the next token
Lix,y) = — Z log p(y; |)’<ia x)} conditioned on some
i context
( Fine-Tuning )

(nput:x ) ey =P (Output:y )

What is the capital of France? C The capital of France is Paris. )
Describe the function of a computer A computer motherboard is the main circuit
motherboard board in a computer. It is the backbone of ...

Kianté Brantley: https://xkianteb.github.io



Foundational Models

Prompt:

GPT-2 (2019)
1.1 can build a bear with a stick.

2.1 can build a bear with a stick.

3.1 can build a bear with a stick.

ChatGPT 40 (2024)
Spiked Barrier Trap

Build the Frame:

Take four sturdy sticks of roughly the same length.
Arrange them into a square or rectangular base on
the ground. Bind the corners together securely using
vines or flexible branches to create a stable frame.

Add Upright Supports:

Attach two more sticks vertically at opposite corners
of the base, forming an upright frame. Bind them
tightly to the base so they don’t wobble.

Create the Spikes:

Reinforce the Structure:

Camouflage the Trap (Optional):



Foundational Models

Answer this riddle: If eleven plus two equals one, what does nine plus five equal?

2019A1 © © Incorrect 2020Al © €© Incorrect 2022 Al € © Incorrect 2023 Al ©

@ Correct
GPT-2 ~$4.6k GPT-3 ~$690k GPT-3.5 GPT-4 ~$50m

The answer is nine plus five. The riddle is a play on words. @ Therefore, the answer to

@ If we start at 11 o'clock
and add two hours, we get 1
o'clock.

The answer is 'four’. the riddle is that "nine plus
five" equals 5.

So, if we start at 9 o'clock and
add five hours, we get 2

o'clock. @

https://www.reddit.com/r/ChatGPT/comments/17hOhyr/i_made_a_site_where_you_can_ask_the_same_question/



Foundational Models: Problems

“*Making language models bigger does not
iInherently make them better at following a user’s
iIntent. For example, large language models can
generate outputs that are untruthful, toxic, or
simply not helpful to the user. In other words,
these models are not aligned with their users.”

Long Ouyang et al.

Training language models to follow
instructions with human feedback
OpenAl 2022



Foundational Models: improvements

state

Environment

Create a shopping list from this recipe:
Trim the ends off zucchini. Cut zucchini...

Bake, uncovered, at 350° for 20-25 minutes or
until zucchini is tender and cheese is melted.
Please provide a complete list of ingredients

action

Training language models to follow instructions with human feedback Ouyang et al. 2022



Foundational Models: improvements

Isn’t this a
great place to

start hiking?

i

" Yeah, let’s go!




Foundational Models: improvements

Decoder VLM E

H R NE = = A picture of

Autoregressive

Transformer

Linear

Softmax
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coffee

MAGMA C Eichenberg, S Black, S Weinbach, L Parcalabescu, A Frank, Findings of EMNLP 2022




Dutch language models

RobBERT

. A A Dutch RoBERTa-based Language Model

RobBERT: Dutch RoBERTa-based Language Model.

RobBERT is the state-of-the-art Dutch BERT model. It is a large pre-trained general Dutch language
model that can be fine-tuned on a given dataset to perform any text classification, regression or

token-tagging task. As such, it has been successfully used by many researchers and practitioners

for achieving state-of-the-art performance for a wide range of Dutch natural language processing

tasks, including:

Emotion detection

Sentiment analysis (book reviews, news articles®)

Coreference resolution

Named entity recognition (CoNLL, job titles*, SoNaR)

Part-of-speech tagging (Small UD Lassy, CGN)

Zero-shot word prediction

Humor detection

Cyberbulling detection

Accuracy

Accuracy on POS tagging in function of training size
1,0_ .................................... ....................................

-0- RobBERT v1
-0- RObBERT v2
-0- mBERT
: | -0- BERTje
O T T T T |2 T T T T T T |3 T T T T T T 4
10 10 10
# of labeled sequences




Conclusion

* Neural networks are popular methods especially for
text mining

 Feed-forward & RNN & CNN
* RNN works better for text data

 Large Language Models such as GPT are based on RNN
and attention deep learning layer.
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Questions?



